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To work on challenging research pertaining to large-scale computer systems.Objective

� Postdoctoral Researcher Distributed Systems Lab, Argonne National Laboratory, Febru-Work
experience ary 2011 - March 2012 and March 2013 - current.

In this position, I work in a dual role of supporting large-scale applications on HPC infras-
tructures as a user-engagement catalyst and a researcher in the area of distributed HPC
infrastructures.
Main activities are writing and running parallel applications on clouds, XSEDE, Cray XE6
and Blues supercomputers at University of Chicago. The applications include massive pro-
tein docking, weather and soil modeling, earthquake simulations, and power grid modelling.
The research is funded by NSF, DOE and NIH.

� Postdoctoral Research Associate CS Department, Cornell University, April 2012-March
2013.
The research conducted in this position was in the area of Smart Power Grid Design sup-
ported by ARPA-e GENI program. The application involved modeling the computations
required in order to perform a state estimation in the smart grid and a provision of time
critical reactive control thereof. I lead the effort to build a first software infrastructure to
collect and process remote data over wide-area network and store into AWS cloud.

� ICT Developer(L5) Informatics Institute(IvI), University of Amsterdam(UvA), June 2006
to May 2007.
Worked on Reliable File Transfer Service (RFTS) of Globus Toolkit 4.0.x to achieve trans-
fer of large number of big files between Academisch Medical Centrum(AMC) and Storage
Resource Broker(SRB) at SARA, Amsterdam. Integrated the RFTS client into the Virtual
Resource Browser developed within the vl-e project.

� MCA Intern/Programmer, Atharwa Management and Strategic Systems
(now, Arth Infosoft Private ltd.(AIPL)), Gandhinagar, Gujarat, India(Spring 2001)

� Competent in python, bash, awk, LATEX, vimSkills

� Working knowledge of sed, gnuplot, MPI, openMP, OpenStack

� gnu/Linux, ranked top 200 of Unix/Linux StackExchange community

� Fluent spoken/written English, basic French

� University of Nice at Sophia Antipolis, France.Education
PhD with Highest Honors, January 2011.
The research included workflow expression and enactment on large-scale distributed com-
puting infrastructures for data intensive applications under the guidance of Dr. Johan
Montagnat. The projects were related to the field of biomedical imaging. First was the
‘Cardiac Image Processing Application’ involving processing 4D (3D + time) images of
cardiac motion cycle and extracting quantitative information about myocardial movement.
Second was the ‘Drug Discovery Application’ that dealt with in-silico docking of protein
molecules by filtering a million potential candidates based on their ‘docking energy’.

� University of Amsterdam, Amsterdam, The Netherlands.
Research M.Sc.(NVAO-accredited) in Grid Computing, August 2007.
Masters Thesis Work
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To achieve integration and interoperability among several Workflow Management Systems(WfMS)
and Problem Solving Environments(PSE) in order to realize a Medical Image Analysis Sup-
port System at the University of Amsterdam Academisch Medical Centrum, Amsterdam.
CourseWork
Distributed Stochastic Simulation, Introduction to Grid Computing, Scientific Visualiza-
tion and Virtual Reality, Grid Hardware Infrastructures, Distributed Programming Meth-
ods, Profile Project – Grid Computing (Task Farming fMRI jobs on DAS-2 Cluster using
Nimrod-G and Globus), Scientific Computing on the Grid, Computational Finance, Theory
and Application of Multi-Threading, Concurrent Systems.

� Gujarat University, Ahmedabad, India.
Masters in Computer Applications(MCA), September 2001.
Major Courses: Fundamentals of Programming, Database Systems, Operating Systems,
Data and File Structures, Object Oriented Analysis and Design, Discrete Mathematical
Structures, Numerical Methods, Software Engineering, Client Server Technologies, Network-
ing Technologies, Computer Architecture, Financial Accounting, Managerial Economics.

� Gujarat University, Ahmedabad, India.
Bachelors in Science, June 1998.

DELTA (Dutch Education: Learning at Top Level Abroad) Scholarship for the academicScholarship
year 2006/07.

� PI on $ 2500 Amazon AWS grantGrants &
Service � CoPI on 200K SU XSEDE compute grant

� Designated organizer, SRMPDS’14

� Invited talk at FERC at Washington, DC and LANS at Argonne

� Session chair on Industrial Forum at Super Computing 13 conference, ICPP 14 conference

� Reviewer on SC’11 and ’14 (3), IEEE TCC (1), ACM Computing Surveys (1), ICPADS’12
(1), Cluster’13 (3), CLOSER’14 (1), ICPP’14 (2), ICCCN’13 (3), ACM TOPC (1), JORS
(1), SRMPDS’14 (3), Cluster journal (1)

� Professional member of IEEE and ACM
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